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E-mail: eduard.carcole@upc.edu
2Observatori de l’Ebre, Horta Alta 38, 43520 Roquetes, Spain

Accepted 2008 June 24. Received 2008 June 16; in original form 2007 October 15

S U M M A R Y
The radiative transfer theory (RTT) describes the energy transport through a random het-
erogeneous medium, neglecting phase information. It provides an adequate framework for
modelling high-frequency seismogram envelopes. For isotropic scattering and sources, the
radiative transfer equation (RTE) has been formulated analytically and numerically simulated
using Monte Carlo methods for acoustic and elastic media. Here, we derive an exact analytical
solution of the RTE in 2-D space for the acoustic case, including anisotropic scattering for
a anisotropic point-like impulsive source. For this purpose, we generalize the path integral
method, which has been used before in the isotropic case, to take into account the anisotropy
of both the source radiation pattern and scattering processes, simultaneously. Then we obtain
a general solution, which is written in a closed form in the Fourier space. To illustrate the
theoretical results, we compute the full space and time evolution of the specific intensity for an
arbitrary case. We also compare the time traces computed from our general solution with cases
in which the source and/or the scattering process are isotropic. The importance of taking into
account both anisotropies simultaneously becomes obvious in our examples. We also show
that at long lapse time, our example approaches the solution of the diffusion equation.
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1 I N T RO D U C T I O N

It has become widely accepted that coda waves of local earthquakes are the product of the scattering process caused by small-scale random
heterogeneities of the lithosphere. There have been a number of approaches to model coda envelope shapes. Early work (Aki & Chouet 1975)
modelled the coda as singly scattered waves in a uniform medium. S-coda envelopes have been extensively studied by using this first-order
model, which is valid at short lapse times. However, as lapse time increases, a greater contribution of multiple scattering is expected. The
multiple scattering process has been formulated on the basis of the radiative transfer theory (RTT) for the energy density. The radiative transfer
(or Boltzmann) equation (RTE) is a basic analytical tool in other fields as nuclear reactor theory, the kinetic theory of gases or in electron
transport through conducting materials. It describes the propagation of energy and transport of matter through random scattering media by
neglecting phase information (Chandrasekhar 1960; Ishimaru 1978; Rytov et al. 1987). RTT works well if the typical scale length of the
heterogeneities and wavelength are of comparable size and if medium fluctuations are moderate (Ryzhick et al. 1996). The stationary-state
solution of the RTE for isotropic scattering was first introduced into seismology by Wu (1985) and Wu & Aki (1988) to model the high
frequency seismogram envelopes of local earthquakes. Shang & Gao (1988) formulated the 2-D multiple isotropic scattering process for the
non-stationary state and impulsive spherical source radiation. Zeng et al. (1991) extended the formulation to the 3-D space for the case of
isotropic scattering of acoustic waves, thus neglecting the vector nature of elastic waves and conversions between P and S waves. Under the
same assumptions, Paasschens (1997) found an approximate analytical solution of the RTE, using the interpolation between exact solutions
for the 2-D and 4-D cases. Sato (1994, 1995) formulated the multiple anisotropic scattering process in 2-D and 3-D, respectively. Sato et al.
(1997) investigated the multiple isotropic scattering process for non-spherical source radiation. In parallel with the analytical ones, numerical
studies based on the Monte Carlo method have been developed to solve the RTE in acoustic and elastic media (e.g. Gusev & Abubakirov
1987; Hoshiba 1991; Hoshiba 1995; Margerin et al. 2000; Yoshimoto 2000; Przybilla et al. 2006).

As pointed out by several observations and theoretical developments (e.g. Gusev & Abubakirov 1987; Hoshiba 1995; Sato 1995),
understanding the anisotropic scattering process is important in studies of coda waves and seismic wave attenuation. Scattering is anisotropic
in the real Earth, and it depends on frequency. In particular, evidence for the invalidness of the hypothesis of isotropic scattering in the Earth
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Figure 1. Schematic plot of the anisotropic scattering process in 2-D.

is the direct wave pulse broadening with propagation distance (see Sato & Fehler 1998), which contradicts the prediction of the isotropic
scattering model in which the pulse width remains constant (Abubakirov 2005). This property of seismic waves is considered to be caused
by multiple forward scattering and diffraction by random heterogeneities (Takahashi et al. 2007). Moreover, it has long been observed that
the early coda of local earthquakes, immediately after the direct wave arrival, reflects the effects of the source radiation pattern, although
the dependence on directivity diminishes as lapse time increases (Sato et al. 1997). Most studies of coda envelopes have used the isotropic
scattering and spherical radiation pattern assumptions to account for observations. By introducing in the theoretical models the anisotropy of
scattering and the radiation pattern correction, we will be able to perform more accurate analysis.

Analytical solutions of the RTE for a medium with anisotropic radiation pattern of the source and anisotropy of scattering incorporated
simultaneously, have not been found yet. In this paper, we derive an exact analytical solution of the RTE for the acoustic case in 2-D space,
assuming both anisotropic scattering processes and anisotropic point-like impulsive source. We also assume that the absorption of the media
is constant and scattering properties of the media are statistically uniform. This general solution is written in a closed form in the Fourier
space.

2 T H E A C O U S T I C R A D I AT I V E T R A N S F E R E Q UAT I O N

The RTE describes the position r and time t dependence of the specific intensity I (r, t, ŝ), being the energy flux per unit angle at position r
and time t, in the direction ŝ (Fig. 1). Its time evolution in 2-D space is governed by the following equation (Ishimaru 1978)(

1

v

∂

∂t
+ ŝ · ∇ + l−1

)
I (r, t, ŝ) = l−1

2π

∫
f (ŝ|ŝ′)I (r, t, ŝ′)dŝ′ + v−1 S(r, t, ŝ), (1)

and the angular average of the specific intensity is

I (r, t) = 1

2π

∫
I (r, t, ŝ)dŝ. (2)

In eq. (1), S is the source term, v is the velocity of the energy, l is the mean free path for scattering and f is the dimensionless quantity called
the phase function in RTT. Function f describes the wave intensity transfer from a direction ŝ into a direction ŝ′ (Fig. 1). Since absorption is
independent of r and ŝ, and it is taken into account through a multiplicative factor exp (−lavt), where la is absorption length; here it is not
considered.

In random media, the phase function is usually estimated in the Born approximation (Born & Wolf 2002). In such conditions f is only a
function of |ŝ − ŝ′|, and it can be computed from the autocorrelation function of the inhomogeneity field, assumed to be statistically uniform
(Gusev & Abubakirov 1996; Sato & Fehler 1998). Function f in eq. (1) is related to a normalized scattering radiation pattern or ‘indicatrix’
function φ (Gusev & Abubakirov 1996; Rytov et al. 1987) by

1

2π
f (ŝ|ŝ′) = φ

(
θ ′ − θ

)
, (3)

where θ and θ ′ are the angles of the unit vectors ŝ and ŝ′, respectively (Fig. 1), and φ verifies the normalization condition
∫ 2π

0 φ(θ ′ − θ )dθ ′ = 1.
Eq. (1) has been solved analytically in 2-D for both I (r, t, ŝ) and total intensity I (r, t), by assuming a point-like spherical source and

isotropic scattering (Paasschens 1997). The solution for I (r, t) reads

I (r, t) = exp(−t/τ )

[
δ (r − vt)

2πr
+ 1

2πl
√

v2t2 − r 2
exp

(
l−1

√
v2t2 − r 2

)
H (vt − r )

]
, (4)

where H(x) is the Heaviside step function and τ = l/v is the mean free time between scattering events. This expression was previously
obtained by Sato (1994) by performing a Fourier-Laplace analysis of the RTE. Later, Sato (1994) showed that a Fourier–Laplace analysis
leads to a system of equations that allows obtaining solutions for I(r, t) in 2-D for the case of anisotropic scattering.
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The aim of this paper is to obtain exact analytical solutions of (1) for both I (r, t, ŝ) and I (r, t), assuming a 2-D space, an arbitrary
anisotropic point-like impulsive source and an arbitrary phase function that depends on the relative angle between the directions of the vectors
ŝ and ŝ′ before and after the collision.

3 C O M PA C T I N T E G R A L E X P R E S S I O N F O R T H E RT E I N 2 - D F O R A N I S O T RO P I C
S C AT T E R I N G A N D S O U RC E R A D I AT I O N

Our final objective is to derive the exact solution of (1) in the Fourier space, by using a path integral method, which has allowed solving the
RTE in two, three and four dimensions for isotropic source and scattering. For this purpose, we first derive an integral expression from (1)
following Paasschens (1997) but taking into account the anisotropy of both the source and the scattering events.

We consider separately the contributions to the specific intensity from N = 0, 1, 2, . . ., scattering events. Then:

I (r, t, ŝ) =
∞∑

N=0

I (r, t, ŝ, N ), I (r, t) =
∞∑

N=0

I (r, t, N ). (5)

The partial intensities I (r, t, ŝ, N ) satisfy (Paasschens 1997)(
1

v

∂

∂t
+ ŝN · ∇ + l−1

)
I (r, t, ŝN , N ) = l−1

∫
fN (ŝN |ŝN−1)I (r, t, ŝN−1, N − 1)

dŝN−1

2π
, N > 0,

(
1

v

∂

∂t
+ ŝ0 · ∇ + l−1

)
I (r, t, ŝ0, 0) = v−1 S(r, t, ŝ0) , (6)

where fN (ŝN |ŝN−1) is the phase function of the N th scattering event. According to eq. (1), we have

fN (ŝN |ŝN−1) = f (ŝN |ŝN−1) , N > 0. (7)

The case N = 0 takes into account the anisotropy of the source. To integrate (6), we note that the differential operator in the left-hand
side corresponds to the total variation of I (r, t, ŝN , N ) along the direction of energy propagation (indicated by ŝN ) at the position r after the
N th scattering event. Then, following a notation similar to Chandrasekhar (1960, p. 8) we may write the total variation as(

1

v

∂

∂t
+ ŝN · ∇

)
= d

dsN
. (8)

Then (6) becomes(
d

dsN
+ l−1

)
I (r, t, ŝN , N ) = l−1

∫
fN (ŝN |ŝN−1)I (r, t, ŝN−1, N − 1)

dŝN−1

2π
, N > 0,

(
d

ds0
+ l−1

)
I (r, t, ŝ0, 0) = v−1 S(r, t, ŝ0) . (9)

The integration is now readily performed by integrating sN on a half line given by r and ŝN from −∞ up to current location r
(Chandrasekhar 1960, Chapter 1, pp. 9-10). Writing the integral in terms of rN we obtain

I (r, t, ŝN , N ) =
∫ ∫

dŝN−1

2π
drN p(rN ) fN (ŝN |ŝN−1)I (r − rN ŝN , t − rN

/
v, ŝN−1, N − 1), N > 0,

I (r, t, ŝ0, 0) = τ

∫
dr0 p(r0)S(r − r0ŝ0, t − r0

/
v, ŝ0) , (10)

where we have defined

p(rN ) = l−1 exp(−rN / l), (11)

and the source term is written as

S(r, t, ŝ0) = f0(ŝ0|ŝ−1)δ(r)δ(t). (12)

Function f0(ŝ0|ŝ−1) is an arbitrary function, which takes into account the anisotropic emission of energy and ŝ−1 is a constant unit vector,
taking into account the orientation of the source. Using the source term (12) in eq. (10), we can give the explicit expression for the ballistic
intensities (N = 0):

I (r, t, ŝ0, 0) = exp(−t/τ ) f0(ŝ0|ŝ−1)δ(r − vt ŝ0). (13)

Solving the recursive relations in (10), we obtain an integral expression for I (r, t, ŝN , N )

I (r, t, ŝN , N ) = τ

∫
dr0...

∫
drN

∫
dŝ0

2π
...

∫
dŝN−1

2π

[
N∏

i=0

p(ri ) fi (ŝi |ŝi−1)

]
δ

(
t −

N∑
i=0

ri

v

)
δ(r −

N∑
i=0

ri ŝi ). (14)

Note that (14) holds for N = 0. Then, a single integral over r0 has to be performed. We could also have considered the summation over
all N in eq. (10), thus resulting in the following integral equation:

I (r, t, ŝ) = I (r, t, ŝ, 0) +
∫ ∫

dŝ′

2π
dr ′ p(r ′) f (ŝ|ŝ′)I (r − r ′ŝ, t − r ′/v, ŝ′). (15)
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Usually, the Fourier–Laplace transform of (15) or similar integral equations are considered to obtain analytical expressions for I (r, t).
However, that kind of analysis did not allow obtaining analytical solutions in a general case (non-spherical source radiation and anisotropic
scattering).

4 S O LU T I O N O F T H E R A D I AT I V E T R A N S F E R E Q UAT I O N I N 2 - D F O R A N I S O T RO P I C
S O U RC E A N D S C AT T E R I N G E V E N T S

We will show that (14) may be solved analytically in the 2-D Fourier space. Rewriting the integral in (14) in terms of the angles θ i of the
vectors ŝi and rearranging terms we obtain

I (r, t, θN , N ) = τ

N∏
i=0

∫ ∞

0
dri p(ri )δ

(
t −

N∑
i=0

ri

v

)

×
⎡
⎣2π

∫ 2π

0
dθ0...

∫ 2π

0
dθN−1

N∏
j=0

φ j

(
θ j − θ j−1

)
δ(x −

N∑
i=0

ri cos θi )δ

(
y −

N∑
i=0

ri sin θi

)⎤
⎦ , (16)

where φ j

(
θ j − θ j−1

) = (
1
/

2π
)

f j (ŝ j |ŝ j−1), according to (3).
We will solve (16) in two steps. First, we will solve the integrals over the angles (the part inside the square bracket). For this purpose,

we note here that the functions φ j are periodic. By using a Fourier series expansion, we may write

φ j

(
θ j − θ j−1

) = 1

2π

∑
n j

An j e
in j (θ j −θ j−1), (17)

where the Fourier coefficients An j are complex numbers in a general case. Note that in a general case nj goes from −∞ to ∞, but for practical
purposes it will be necessary to write or approximate φ j by considering a finite number of terms. For j = 0, we have φ0 (θ0 − θ−1) where θ −1

is a constant angle that takes into account the orientation of the source. For the sake of simplicity, we will choose the orientation of the x-axis
in such a way that θ −1 = 0. In a second step, the whole integral will be solved. The integration is carried out in the Appendix. We obtain

I (r, t, θN , N ) = 1

(2π)3

∫ ∞

−∞
eiωt dω

∫ ∞

0
ξdξ

∫ π

−π

dϕeiξr cos(θ−ϕ) Ĩ (ξ, ω, θN , N ), (18)

where the pair ξ = (ξ , ϕ) are the radial and angular coordinates in the Fourier space. Ĩ (ξ, ω, θN , N ) is the Fourier transform of I(r, t, θ N , N),
and it is given by

Ĩ (ξ, ω, θ0, N = 0) = τ
∑

n0

En0 (ξ, ω, θ0),

Ĩ (ξ, ω, θN , N ) = τ
∑

n0,...,nN

N−1∏
k=0

Cnk−nk+1 (ξ, ω)EnN (ξ, ω, θN ) , N > 0
(19)

and

EnN (ξ, ω, θN ) = τ−1 AnN
einN θN

τ−1 + i [ω + vξ cos(θN − ϕ)]
,

Cn j −n j+1 (ξ, ω) = An j
ei(n j −n j+1)(ϕ−π/2) Dn j −n j+1 (ξ, ω) (20)

where the function Dn is defined as

Dn(ξ, ω) = τ−1

[√
(τ−1 + iω)2 + v2ξ 2 − (

τ−1 + iω
)]

vnξ n

√
(τ−1 + iω)2 + v2ξ 2

n

, n > −1

D−n(ξ, ω) = (−1)n Dn(ξ, ω) , n < 0 .

(21)

Now we have to compute

Ĩ (ξ, ω, �) =
∞∑

N=0

Ĩ (ξ, ω,�, N ), (22)

where � = θ 0 = θ 1 = ... = θ N is the angle of ŝ in (5). To compute eq. (22), it is very important to note that eq. (19) has a structure that
corresponds to a product of a certain number of matrices times a vector. To show more clearly this structure, let us rewrite Ĩ (ξ, ω, �, N ) for
N > 0 in the following way

Ĩ (ξ, ω, �, N ) = τ
∑

n0

⎛
⎝∑

n1

Cn0−n1 · · ·
⎛
⎝∑

nN−1

CnN−2−nN−1

(∑
nN

CnN−1−nN (ξ, ω)EnN (ξ, ω,�)

)⎞
⎠ · · ·

⎞
⎠. (23)
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Note than the innermost parentheses corresponds to the product of a vector EN whose components are EnN (ξ, ω,�) with a square matrix
CN−1 whose components are CnN−1−nN (ξ, ω) (n N−1 stands for rows and nN stands for columns). Of course, the result of a matrix times a
vector is another vector. Next parentheses correspond to the product of the resulting vector with a matrix CN−2 defined in an analogous way.
Finally, the last summation over n0 corresponds to the addition of the components of the vector resulting from all the products. Therefore, it
is convenient to rewrite (22) using a ‘vector-matrix’ notation in the following way

Ĩ (ξ, ω,�) = τ
∑

n0

un0 , (24)

where un0 is the n0 th component of a vector u, which is obtained by the following relation

u = E0 + C0 · E1 + C0 · C1 · E2 + C0 · C1 · C2 · E3 + ...., (25)

and C0 is a matrix whose components are Cn0−n1 (ξ, ω) (n0 stands for rows and n1 for columns). Note that C0 depends on the coefficients An0

(which define the anisotropy of the source radiation pattern) and it is not a square matrix in a general case. Note also that the vector E0, with
components En0 (ξ, ω,�), depends also on the coefficients An0 . Eq. (7) implies that all the matrices Ck for k > 0 are identical because Ank

coincide for k > 0. Also all the vectors EN for N > 0 are identical because AnN coincide for N > 0. Therefore, they will be denoted as C =
Ck and E = Ek for k > 0, respectively. Taking into account equation ( and using (25) we may rewrite eq. (22) as

Ĩ (ξ, ω,�) = τ
∑

n0

un0 = τ
∑

n0

[
E0 + C0

( ∞∑
k=0

Ck

)
E

]
n0

. (26)

Eq. (26) may be easily simplified. For this purpose, we define the matrix S = ∑∞
k=0 Ck . This addition can be easily performed by noting that

S · C = S − I, where I is the identity matrix. Then we easily obtain S = (I − C)−1. Finally, we may rewrite (26) as

Ĩ (ξ, ω,�) = τ
∑

n0

(
E0 + C0 (I − C)−1 · E

)
n0

. (27)

This is the main result of this paper. Note that the first term τ
∑

n0
(E0)n0

in (27) is the Fourier transform of the ballistic term in eq. (13)

and the second term takes into account multiple scattering. For ¯̃I (ξ, ω) we may write an analogous expression:
¯̃I (ξ, ω) = τ

∑
n0

(
Ē0 + C0 (I − C)−1 · Ē

)
n0

, (28)

where Ē0 and Ē are the corresponding angular averages of E and E0, which are given by

ĒnN (ξ, ω) = 1

2π

∫
EnN (ξ, ω,�)d� = CnN −0. (29)

Note that the function ĒnN can then be written as a function of CnN −nN+1 where n N+1 = 0. If a finite number of Fourier coefficients are
sufficient to describe the source and the scattering events, then eqs (27) and (28) become closed form solutions in the Fourier space. There
is no simple way to invert eqs (27) and (28) or (19) in a general case to obtain analytical expressions for I(r, t, s) and I (r, t), but numerical
techniques exist to carry out 3-D Fourier transforms. This is further discussed in Section 5. Because the word ‘inverse’, in geophysics, is
usually associated with backing out physical parameters from observations, to avoid confusion, we clarify that in the next we use the word
‘inverse’ for the back-transformation of the Fourier representation.

4.1 Derivation of ¯̃I(ξ, ω) for isotropic source and isotropic scattering

To finish our theoretical development, let us now obtain a known result from eq. (28). We may compute the angle averaged Fourier transform
intensity ¯̃I (ξ, ω) for the case in which both the source and the scattering events are isotropic. In this case, all vectors and matrices have a
single component. We immediately obtain

¯̃I (ξ, ω) = τ

[
D0(ξ, ω) + D2

0(ξ, ω)

1 − D0(ξ, ω)

]
= 1√

(τ−1 + iω)2 + v2ξ 2 − τ−1

, (30)

which is the Fourier transform of eq. (4), and it can be obtained from Paasschens (1997, eq. 19).

5 A N U M E R I C A L E X A M P L E

We will illustrate now our results, and we will show the suitability of our theoretical expressions for carrying out numerical work, with an
example. We consider a pulse of unit energy emitted at the origin of a 2-D frame. The source is anisotropic and defined by the function φ0(θ ) =
π−1 cos2 θ . The turn angle distribution for each scattering event will be described by an arbitrary function φ j (θ ) = φ(θ ) = ∑8

k=−8 Ak exp(ikθ ),
for j > 0. The values for the coefficients Ak are chosen in Table 1 (we note here that φ j are non-dimensional functions). The corresponding
polar plot of the functions φ0(θ ) and φ(θ ) is shown in Fig. 2. It is clearly observed that φ(θ ) is a anisotropic function in which forward
scattering is more important than backscattering. Note that backscattering is mainly produced into two different directions. We have chosen
this arbitrary function because its backscattering structure has some notable effects on the shape of I (r, t).
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1042 E. Carcolé and A. Ugalde

Table 1. Fourier coefficients corresponding to the Fourier series
expansion of φ(θ ) in Fig. 1(b)

Fourier coefficients Value

A0 1.0
A1 = A−1 2.109529 × 10−1

A2 = A−2 4.068928 × 10−1

A3 = A−3 5.622617 × 10−1

A4 = A−4 3.99612 × 10−2

A5 = A−5 2.17389 × 10−1

A6 = A−6 1.13038 × 10−1

A7 = A−7 −8.94269 × 10−3

A8 = A−8 2.49811 × 10−2

Figure 2. Polar plot of the functions (a) φ0(θ ) and (b) φ(θ ). The arrow in (b) indicates the direction of the incident energy. Radial grid lines indicate sectors
of 27.5◦.
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To carry out the inversion of Ĩ (ξ, ω) [the same applies to Ĩ (ξ, ω,�)], we will use a 3-D FFT algorithm. Although the FFT algorithm has
inaccuracy that it is difficult to establish in a general case and we could have used more accurate procedures, we will show that it provides a
simple and fast tool to compute and visualize the space–time evolution of I (r, t). The FFT algorithm does not diverge because of the ballistic
term (which is the Fourier transform or the first term in eq. (28)), since its output is formally a linear combination of delta functions (Brigham
1998) separated by certain space and time intervals. This is a quite convenient property for 2-D graphical representations of I (r, t), as we
will immediately show.

To perform the calculations, we have to consider a maximum lapse time, which we write as tmax. We would like to choose tmax such that
we can visualize the evolution of I (r, t) from a ballistic to diffusive behaviour. Then, we consider the mean square displacement derived by
Boguna et al. (1996):

〈
r 2(t)

〉 = v2

τ−2(1 − ψ)2
[(1 − ψ)τ−1t − 1 + exp(−(1 − ψ)τ−1t)], (31)

where ψ = 〈cos θ〉 = ∫ 2π

0 φ(θ ) cos θdθ is an anisotropic parameter, widely used in the literature (in our case ψ 
 0.21). In eq (31) there
is a crossover time from a ballistic to diffusive behaviour, for a time of the order τ (1 − ψ)−1. Then, in our calculations we considered
tmax = 6τ (1 − ψ)−1 
 7.60τ . This means that we compute a maximum lapse time, which corresponds to 7.60 times the mean free time.
Also, to use the FFT algorithm, we have to consider a maximum extent for the length of both the x and y axes. We consider the maximum
length for both the x and y axes to be 7.60 l.

To carry out the inversion, we used a 3-D FFT algorithm (Teuler 2007) with M3 points, where M = 300. To improve the accuracy of
the calculation, we reduced the frequency content at high frequencies, by considering a square source with an area given by 0.01l2 . Also, we
considered that the source was emitting energy from t0 = −0.05τ to tf = 0.05τ . If we define x, y,t as the distances and times between
the points of the 3-D FFT, then the source has a size given by (2x) × (2y) and the source emits energy from t 0 = −t to tf = t .

Results of the inversion are plotted in Fig. 3, where the 2-D distribution of the normalized energy density I (r, t)
/(

W
/

l2
)

is shown as
a function of the normalized lengths x/l and y/l. Also the time has been normalized by considering the mean free time t/τ . All the graphics
belong to a single 3-D FFT computation. The evolution from ballistic to diffusive behaviour and the effects of a anisotropic source are
clearly visualized. Note that, from Fig. 2(b), the backscattered energy in the first scattering event is not directed towards the origin, and as a
consequence, a ring of energy may be observed around the origin for quite a long time (see Figs 3a–c). Note also that the anisotropy of the
distribution is still evident in Fig. 3(f).

Fig. 4 plots the time variations of intensity at different locations defined by (r cos (α), r sin (α)), for r = 1.27l, 2.53l, 3.80l and 5.06l
and α = 0, 45◦, 90◦. As expected, the backscattering structure of the indicatrix function and the anisotropy of the source make the time traces
to follow a different behaviour depending on the radial distance and angle. In Fig. 4, for r = 1.27l, it is possible to observe the passing of
the energy ring produced by the backscattering structure of the indicatrix function. Note that in this numerical example, we have considered
a source of finite extent emitting a finite amount of energy in a certain amount of time. Then, the envelope does not take infinite values, and
its behaviour should be closer to a ‘real’ case. It is interesting to focus on the behaviour of the envelope near the direct-wave arrival and to
explain it by taking into account the forward scattering properties of the indicatrix function in Fig. 2(b). In Fig. 4, it can be observed that the
part of the envelope corresponding to the direct-wave arrival broadens as lapse time increases. This can be observed for every value of α.
This fact is easily interpreted by noting that our indicatrix function in Fig. 2(b) takes small values for relatively small angles. Then, forward
scattered energy is mainly scattered with small angles giving rise to a tail that broadens with time. There are important studies on the subject
of envelope broadening (Sato & Fehler, 1998).

Now we will compare the time traces obtained in our numerical example with traces corresponding to cases in which the source
or/and the scattering processes are isotropic. The calculations of these new cases are also performed by using the same procedure
(3-D FFT algorithm). This is a different way to show the importance of taking into account both the anisotropy of the source and the
scattering processes. For this purpose, we have performed the following comparisons, where the anisotropies are still the ones defined
in Fig. 2.

5.1 Comparison of anisotropic source and anisotropic scattering case with isotropic source and anisotropic scattering case

Results are shown in Figs 5(a)–(c). In this case, the differences between the results come only from the anisotropy of the source. First of
all, we note that the time trace for r = 0l coincides in both cases. It seems then that the amount of scattered energy towards the origin
does not depend on the anisotropy of the source. In Fig. 5(b), it is notable that for α = 45◦, results are completely the same in both cases.
The origin of this coincidence is that the anisotropy of the source is described by a cosine square function and 〈cos2(θ )〉 = cos2

(
450

)
; this

means that in both cases the same amount of energy is emitted in the direction α = 45◦. Some differences can be seen in Fig. 5(a), but much
bigger differences may be observed between the two traces in the directions in which a small amount of energy or no energy is emitted, as in
Fig. 5(c). Because of the anisotropy of the source, no energy is emitted in the direction α = 90◦. The accumulation of energy due to scattering
at small angles explains the existence of a small peak of energy for short times. Broadening of the part of the envelope corresponding to direct
arrival happens in both traces for the three graphics.
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Figure 3. Space–time evolution of the normalized function I (r, t)/(W/ l2). Each figure corresponds to an area of 7.60l × 7.60l and to a different lapse time:
(a) t = 1.27τ ; (b) t = 2.53τ ; (c) t = 3.80τ ; (d) t = 5.06τ ; (e) t = 6.34τ and (f) t = 7.60τ . The values of I (r, t)/(W/ l2) are indicated by a different colour/grey
scale.
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Figure 4. Time traces for a case in which the source is anisotropic and scattering is an anisotropic process (see Fig. 2). The time traces correspond to points
located at (r cos (α), r sin (α)) for r = 1.27l, 2.53l, 3.80l and 5.06l and α = 0 (black thick line), 45◦ (grey line) and 90◦ (black thin line). Note the envelope
broadening of the onset as r increases.

5.2 Comparison of anisotropic source and anisotropic scattering case with non-isotropic source and isotropic scattering
case

Results are shown in Figs 6(a)–(c). In this case, the differences come only from the scattering process, and the source has the same anisotropic
behaviour. It is very interesting to note the envelope broadening of the onset in the anisotropic scattering case in contrast with the isotropic
scattering case (see Figs 6a and b). In the anisotropic scattering case, all the time traces have less energy after the onset. In the case r = 1.27l,
there is a clear secondary maximum. It corresponds to the ring of energy due to the backscattering structure of the indicatrix function already
noted in Fig. 3. Note in Fig. 6(c) that the isotropic scattering makes easy the accumulation of energy for small lapse time in the direction α =
90◦.

5.3 Comparison of anisotropic source and anisotropic scattering case with isotropic source and isotropic scattering case

Results are shown in Figs 7(a)–(c). Note the clear differences in the shapes of both the onset and the behaviour of the time traces for longer
times in many cases. Differences are stronger for bigger angles (Figs 7b and c) and closer to the source (r = 0l and r = 1.27l). The onset
shows again envelope broadening when the scattering is anisotropic. It is interesting to compare Figs 7(b) and 5(b). Note that in 7(b), due to
the accumulation of scattered energy at small angles, the energy levels of the onset are higher when the scattering is anisotropic. This can be
better noted as r increases. It is also interesting to note that Figs 6(b) and 7(b) are nearly identical. This is justified in the same way as we did
for Fig. 5(b) (in both cases the grey line corresponds to isotropic scattering and the same amount of energy is emitted at α = 45◦).

Finally, it is interesting to show that our calculations for the isotropic source and anisotropic scattering are consistent with the solution
of the diffusion equation, which is known to become a good approximation for long lapse time. The 2-D solution of the diffusion equation
can be written as

I diff (r, t) = W

l2

e− (r2/ l2)
2(t /τ )

2π (t/τ )
. (32)

When scattering is anisotropic, this solution becomes more accurate if the mean free path in equation (32) is substituted by the transport
mean path lm, and the mean free time is substituted by the transport mean free time τ m (Sheng, 1995) as

lm = l (1 − ψ)−1 , τm = τ (1 − ψ)−1 . (33)

In our case, (1 − ψ)−1 = 1.27. In Fig. 8, we can see a good agreement for long lapse time of our solution with the diffusion solution for
r = 1.27l, 2.53l, 3.80l and 5.06l.

6 D I S C U S S I O N A N D C O N C LU S I O N S

In this work, we have derived an analytic and exact solution of the radiative transfer equation in the Fourier space, for an arbitrary anisotropic
impulsive point-like source and anisotropic scattering events in a 2-D space. The solution has been written in the Fourier space, and it cannot
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Figure 5. Comparative plot of the results shown in Fig. 4 (black line), with a case in which we consider isotropic source and anisotropic scattering (grey line)
for (a) α = 0; (b) α = 45◦ and (c) α = 90◦.
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Figure 6. Comparative plot of the results shown in Fig. 4 (black line) with a case in which we consider anisotropic source and isotropic scattering (grey line)
for (a) α = 0; (b) α = 45◦ and (c) α = 90◦.
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Figure 7. Comparative plot of the results shown in Fig. 4 (black line) with a case in which we consider isotropic source and isotropic scattering (grey line) for
(a) α = 0; (b) α = 45◦ and (c) α = 90◦.
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Figure 8. Comparative plot of the results for the case of isotropic source and anisotropic scattering with the 2-D solution of the diffusion equation for r =
1.27l, 2.53l, 3.80l and 5.06l.

be inverted analytically in a general case. If the Fourier series expansion corresponding to the angular dependence of both the source term
and the phase function has a finite number of terms, the solution becomes a closed form solution. We have used a fast method to carry out
the inversion by using the FFT algorithm to visualize our results in the real space for a particular example. In this example, we considered a
anisotropic source and anisotropic scattering events. The shape of the final distribution could be intuitively described from the characteristics
of both functions.

From Figs 3 and 4, it becomes evident the importance of the knowledge of anisotropy of both the source and the scattering events to
synthesize energy distributions. In this case, the energy distributions become notably different from the isotropic case. In our example, we
have shown that it is possible to obtain an accumulation of energy around the origin that looks like a ring of energy. This ring of energy is
produced by the single scattering of the ballistic wave. As a consequence, it can only be noted at relative short lapse times, when the ballistic
term and the single scattering terms are more important than the contribution of higher order terms. The existence of the ring of energy has
been easily justified from the backscattering properties of the indicatrix function. Also, envelope broadening of the direct arrival is observed,
and it is justified from the narrow structure of the forward scattering.

Moreover, the source term is anisotropic. The anisotropy of the source is surprisingly noted at every lapse time, even when the distribution
shows a diffusive behaviour. The effects of the source term on the distribution of energy can be noted from the angular dependence of the
intensity (see Fig. 3). The ballistic term, which is the one that shows a stronger dependence on the anisotropy of the source, shows a greater
accumulation of energy near the x-axis. Because of this, the single scattered energy gives rise to an anisotropic ring with more energy near
the y-axis (see Fig. 3c). At long lapse times, the distribution has an elliptic shape, showing more energy at the west and east directions for
every radial distance. This result can also be justified from the shape of the source term.

Also, we have compared our numerical example with cases in which the source or/and the scattering process are isotropic, and important
differences have been shown in many cases. In all the examples, the distances were normalized by using the mean free path, and the times
were normalized by using the mean free time. Our development may be used then to compute time traces and energy distributions for any
values of the scattering coefficient (inverse of the mean free path) and velocity of propagation. As a conclusion of all our calculations, we
point out the importance of taking into account, simultaneously, the anisotropy of both the source term and the indicatrix function (or the
phase function).

We believe that this work may be applied to describe scattering and diffusion in 2-D disordered media since it provides a general analytical
solution to the radiative transfer equation, which is usually solved by the use of time-consuming numerical techniques or approximated by
the use of simple isotropic models. This work may then help further works to fit experimental data to synthetic envelopes to compute
important physical or seismological parameters or to carry out inverse analysis when anisotropic sources and anisotropic scattering events
are considered.
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A P P E N D I X

To integrate over the angles, we first define the function ρ(r |θN , N , LN )

ρ(r |θN, N, LN ) = 2π

∫ π

−π

dθ0 · · ·
∫ π

−π

dθN−1

×
N∏

j=0

φ j

(
θ j − θ j−1

)
δ

⎛
⎝x −

N∑
j=0

r j cos θ j

⎞
⎠ δ

⎛
⎝y −

N∑
j=0

r j sin θ j

⎞
⎠ ,

(A1)

where LN = (r 0, ..., rj, ..., rN ) is a set of constant numbers while performing the integral in (A1). The result of the integration of eq. (A1) will
be put into (16) and then the integration over the radial coordinates will be performed.

To calculate ρ(r |θN , N , LN ), eq. A1, it is convenient to write the product of φ j functions in (A1) as

N∏
k=0

φk (θk − θk−1) = 1

(2π)(N+1)

∑
n0,...,nN

(
N∏

k=0

Ank

)
e

i

[
N−1∑
j=0

(n j −n j+1)θ j +nN θN

]
. (A2)

Then, the integrals involving the angles θ j in eq. (A1) are readily evaluated by using (A2), by taking into account the complex integral
definition of the Bessel functions Jn(x) = (in

/
2π)

∫ π

−π
exp(−ix cos θ + inθ )dθ and by writing the delta functions as Fourier transforms in

polar coordinates δ(x − ∑N
j=0 r j cos θ j )δ(y − ∑N

j=0 r j sin θ j ) = 1
(2π )2

∫ ∞
0 ξdξ

∫ π

−π
dϕeiξr cos(θ−ϕ)e−i

∑N
j=0 ξr j cos(θ j −ϕ)

, where the pair ξ = (ξ , ϕ)
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are the radial and angular coordinates in the Fourier space and (x , y) = (r cos θ , r sin θ ). Therefore, we obtain

ρ(r |θN , N , LN ) = 1

(2π )2

∫ ∞

0
ξdξ

∫ π

−π

dϕeiξr cos(θ−ϕ)ρ̃(ξ |N , LN ), (A3)

where ρ̃(ξ |θN , N , LN ) is the Fourier transform of ρ(r |θN , N , LN ), and it is given by

ρ̃(ξ |θ0, N = 0, L0 ) =
∑

n0

Pn0 (ξr0, θ0, ϕ),

ρ̃(ξ |θN , N , LN ) =
∑

n0,...,nN

N−1∏
k=0

Qnk−nk+1 (ξrk, ϕ)PnN (ξrN , θN , ϕ)

(A4)

and

Qn j −n j+1 (ξr j , ϕ) = An j Jn j −n j+1 (ξr j )e
i(n j −n j+1)(ϕ−π/2),

PnN (ξrN , θN , ϕ) = AnN
e−iξrN cos(θN −ϕ)einN θN . (A5)

We integrate now the radial coordinates in (16). First, we rewrite (16) by using (A1)

I (r, t, θN , N ) = τ

N∏
i=0

∫ ∞

0
dri p(ri )ρ(r |θN , N , LN )δ

(
t −

N∑
i=0

ri

v

)
. (A6)

To solve the integral (A6), we write the delta function as a Fourier transform: δ(t − v−1
∑N

j=0 r j ) = 1
2π

∫ ∞
−∞ eiωt e−iωv−1 ∑N

j=0 r j dω, where
ω is the corresponding temporal coordinate in the Fourier space. Then we use eqs (A3) and (A4) into (A6) and integrate the set of variables
LN. We obtain

I (r, t, θN , N ) = 1

(2π)3

∫ ∞

−∞
eiωt dω

∫ ∞

0
ξdξ

∫ π

−π

dϕeiξr cos(θ−ϕ) Ĩ (ξ, ω, θN , N ), (A7)

where Ĩ (ξ, ω, θN , N ) is the Fourier transform of I(r, t, θ N , N), and it is given by

Ĩ (ξ, ω, θ0, N = 0) = τ
∑

n0

En0 (ξ, ω, θ0),

Ĩ (ξ, ω, θN , N ) = τ
∑

n0,...,nN

N−1∏
k=0

Cnk−nk+1 (ξ, ω)EnN (ξ, ω, θN ) , N > 0 (A8)

and

EnN (ξ, ω, θN ) =
∫ ∞

0
drN p(rN )PnN (ξrN , θN , ϕ)e−i ω

v rN ,

Cn j −n j+1 (ξ, ω) =
∫ ∞

0
dr j p(r j )Qn j −n j+1 (ξr j , ϕ)e−i ω

v r j . (A9)

We will solve now the integrals (A9) analytically. Using eq. (11) into (A9), we obtain

EnN (ξ, ω, θN ) = l−1 AnN
einN θN

∫ ∞

0
drN e−{l−1+i[ω/v+ξ cos(θN −ϕ)]}rN ,

Cn j −n j+1 (ξ, ω) = l−1 An j
ei(n j −n j+1)(ϕ−π/2)

∫ ∞

0
dr j Jn j −n j+1 (ξr j )e

−(l−1+iω/v)r j . (A10)

The integral for EnN (ξ, ω, θN ) can be easily solved and by recognizing that the integral for Cn j −n j+1 (ξ, ω) corresponds to the Laplace
transform of a Bessel function (Abramowitz & Stegun 1970), we readily write

EnN (ξ, ω, θN ) = τ−1 AnN
einN θN

τ−1 + i [ω + vξ cos(θN − ϕ)]
,

Cn j −n j+1 (ξ, ω) = An j
ei(n j −n j+1)(ϕ−π/2) Dn j −n j+1 (ξ, ω) , (A11)

where the function Dn is defined as

Dn(ξ, ω) = τ−1

[√
(τ−1 + iω)2 + v2ξ 2 − (

τ−1 + iω
)]

vnξ n

√
(τ−1 + iω)2 + v2ξ 2

n

, n > −1,

D−n(ξ, ω) = (−1)n Dn(ξ, ω) , n < 0 .

(A12)
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